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Executive summary

The objective of Work Package 7 (later on WP7) is to ensure the preservation of security
of long-life evolving systems by means of model based tests.
Model-Based Testing (MBT) involves the automatic derivation of test cases, in whole or in
part, from a model that describes at least some of the aspects of the System Under Test
(SUT). Therefore, MBT is the automation of a black-box test design. A MBT tool uses
various algorithms and strategies to generate tests from a behavioral model of the SUT. Such
a model is usually a partial representation of the SUT’s behavior, partial because the model
abstracts away some of the implementation details. Test cases derived from such a model are
functional tests on the same level of abstraction as the model. The generated test cases are
grouped together to form an abstract test suite (or test repository). Although model-based
testing has a high potential of reducing test costs and increasing test quality, this technique
is adopted slowly in industrial practice. This is in particular due to the important question
of managing changes and evolutions in the testing process.

Key issues facing SecureChange WP7 are to address the life-cycle of an automatically gener-
ated test repository, dedicated to test security aspects of the SUT, for evolving systems.
This document provides some criteria to evaluate model-based testing approaches with re-
spect to evolution and security of systems. We present a survey of the state of the art of
MBT methods and introduce the background technology that constitutes the starting point
of the project.

This document consists of four parts. The first chapter concern the analysis of MBT chal-
lenges for evolving systems. We introduce several criteria to evaluate existing MBT methods
in the context of automated testing of evolving systems for security requirements.

The second chapter is a state of the art of MBT approaches, including a taxonomy based on
their characteristics.

The third chapter give a technical background of the WP7 partners that will be used to
address SecureChange challenges.

The last chapter is the summary of identified key issues that will be resolved by the project.
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Abbreviations and Glossary

Abbreviations

Abbreviations | References

API Application Programming Interface

FSM Finite State Machine

ISTQB International Software Testing Qualifications Board
MBT Model-Based Testing

REQ Requirement

SUT System Under Test

TTS Telling TestStories
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Glossary

Term Definition
Adapter Piece of code to concretize logical tests into physical tests
Evolution Test Suite | Test Suite targeting SUT evolutions
Logical Test See Test Case
Model Layer Link of model’s operations in Test Scenario

Model-Based Testing | Process to generate tests from a behavioural model of the SUT

Status of Test Case | new, obsolete (outdated, failed), adapted, reusable (reexecuted,

unimpacted)
Physical Test See Test Script
Requirements Collection of functional and security requirements

Regression Test Suite | Test Suite targeting non-modified part of the SUT

Stagnation Test Suite | Test Suite targeting removed part of the SUT

System Model Model of the SUT used for development
Test Case A finite sequence of test steps

Test Intention User’s view of requirement into Test Scenario
Test Model Dedicated model for test capturing the expected SUT behaviour
Test Suite A finite set of test cases
Test Script Executable version of a test case

Test Scenario A test generation strategy

Test Sequence See Test case
Test Step Operation’s call or verdict computation

Test Strategy Formalization of test generation criteria

Test Objective High level test intention
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1. Challenges of MBT for evolving systems

This chapter presents the challenges for model-based testing approaches in evolving systems.
The first section presents key challenges introduced by testing security aspects of long-life
evolving systems. The second section defines criteria to evaluate existing Model-based testing
methods in this context.

1.1 Problems Statements

Model-based testing renews the whole process of functional software testing: from business
requirements to the test repository, with manual or automated test execution. It supports
the phases of designing and generating tests, documenting the test repository, producing and
maintaining the bi-directional traceability matrix between tests and requirements, and accel-
erating test automation. Those approaches are a field of active researches from at least the
mid-90s leading to commercial solutions such as Conformiq Qtronic, Microsoft SpecExplorer
or Smartesting Test Designer.

Model-based testing (MBT) is an increasingly widely-used technique for automating the gen-
eration and execution of tests. There are several reasons for the growing interest in using
model-based testing:

e The complexity of software applications is constantly increasing and the user’s aversion
to software defects is greater than ever. Due to this, functional testing has to become
more effective at detecting bugs;

e The cost and time of testing is already a major proportion of many projects (sometimes
exceeding the costs of development). There is a strong tendency to investigate methods
like MBT that are able to decrease the overall cost of testing by the automatic derivation
as well as execution of tests.

e The MBT approach and the associated commercial and open source tools are now
mature enough to be applied in many application areas, and empirical evidence is
showing that it can provide a good ROI [21].

Long-life evolving systems introduce specific challenges that are not supported by current
approaches. Those challenges are:

e Test repository maintenance and management with evolving requirements. In that case
a full re-creation of the repository after each evolution is not acceptable. The testing
team needs a stable repository to ensure a continuous validation process. The team
must keep track of any modification to the test repository issued by the fault analysis
on the System Under Test (SUT).
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e Impact analysis on the test repository should provide a test classification for the system
after evolution steps (regression, evolution, stagnation tests).

e MBT security testing has been a vast field of research particularly in the context of
access control policies. But there are no previous work on testing security properties of
evolving systems.

e Tracing requirements in a MBT approach for testing security properties of evolving
systems.

Those challenges will be addressed by WP7 partners. The following section will provide a
list of evaluation criteria that will allow the characterization of MBT approaches with respect

to those challenges.

1.2 Evaluation criteria for existing methods

term of creation / deletion of tests

Name Description Evaluation
Stability of test | Ability to minimize the impact of | scale 1..3 (1: complete
repository evolutions on the test repository in | re-creation, 3: maxi-

mum tests re-use)

Traceability of
changes

Ability to trace an evolution from re-
quirements to test repository

scale 1..3 (1: no trace-
ability, 3: full traceabil-

ity)

Impact analysis

Ability to inform the user on poten-
tial impacts of an evolution on the
test repository

scale 1..3 (1: no impact
analysis, 3: full impact
analysis)

Test suite quali-
fication based on
changes

Ability to create test suite based on
change type

qualification / no quali-
fication

In [33], Utting and al. propose a general taxonomy of MBT approaches. This paper
defines six characteristics based on the classical MBT life-cycle (modeling, test generation,
test execution). However, those characteristics does not provide dedicated evaluation criteria
for MBT applied to long-life evolving systems.

Name

Description

Evaluation

Traceability of se-
curity properties

Ability to provide bi-directional
traceability between security prop-
erties and generated test cases man-
aged in the test repository

scale 1..3 (1: no trace-
ability, 3: full traceabil-

ity)

Completeness of
security testing

Ability to manage the test of func-
tional security properties and to find
security vulnerabilities (threats and
attacks)

both / functional se-
curity properties only
/ security vulnerabili-
ties only
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In the context of the SecureChange project, we propose six new criteria to be used to
evaluate MBT approaches defined on two dimensions that are:

e Change: criteria to evaluate how MBT methods deal with evolutions in the context
of long-life evolving systems presented in Table 1.1. There are four criteria associated
with Change to take into account evolution all around the testing process.

e Security: criteria to evaluate how MBT methods deal with security properties in the
context of long-life evolving systems presented in Table 1.2. There are two criteria
associated with Security to establish confidence in the generated specific security tests.

In section 4.1, those criteria are used to compare several MBT methods to test long-life
evolving systems. The following chapter proposes a state of the art of MBT approaches.
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2. State of the Art

We base our study of the state of the art on a guideline. This guideline is a taxonomy of
Model-Based Testing methods proposed by Utting and al. [$3]. We can analyze each existing
approaches to compare them. We identify elements that help our approach to take into
account evolution and security of evolving systems.

The following two sections of this chapter first describe the taxonomy, and then present
the existing approaches which we have taken into account.

2.1 Taxonomy of MBT approaches

We present in this section a taxonomy of the Model-Based Testing approaches |9], that pro-
vides an overview of the state of the art. This taxonomy is extracted from [33].
2.1.1 Overview of the Model-Based Testing Process

The global process of Model-Based Testing is depicted in Fig. 2.1. It is composed of 5 main
steps, that are now described.
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1. The first step consists in designing a formal model from the initial requirements (infor-
mal). It is mandatory that this model takes into account the (functional, security, etc.)
requirements that the system must fulfill.

secure

(CHANGE
0 D7.1 Eval. Methods & Principles | version 6.4 | page 12 / 50



2. The second step consists in choosing a test selection criterion that will make it possible
to exploit the model content so as to produce the test cases. These criteria may aim at:
the coverage of a model functionality, the coverage of the model states/data, a random
walk in the model, highlighting a given set of faults, etc.

3. The third step is the formalization of the test cases, which gives a high level description
of the test cases that one wants to generate. It represents an intermediate step, that
formalizes the test selection criterion so as to make it operational (to be automatically
applied on the model).

4. The fourth step consists in the generation of the test cases themselves. These tests are
said to be abstract since they are expressed at the model level, using the model entities
(data and operations). This step can be automated by a test generator that is able to
deal with test case formalization produced at step 3. The resulting abstract test cases
are made to fulfil the chosen test selection criterion.

5. The fifth and final step consists in executing the tests on the System Under Test (SUT)
and assigning the test verdicts. This is usually done in two steps.

5-1 Concretization of the abstract tests. This substep consists in translating the
abstract test cases into concrete calls to the SUT interfaces.

52 Verdict assignment. This substep consists in interpreting the results obtained
from the SUT in response to the stimuli. First, these results are translated back
into the formalism of the model, in order to be compared to the expected results
that were computed from the model. A conformance relationship is used to check
that the results conform to each other.

Notice that, in case of online testing (i.e. when tests are generated and played at the
same time on the SUT), this step is coupled with step 4.

2.1.2 Taxonomy of the MBT Approaches

We briefly review the classification proposed in [33]. This classification takes into account
three main aspects, that are decomposed into subcategories:

e the model, that is seen as a scope, the characteristics of the modelled elements, the
modelling paradigm,

e the test generation technique, involving test generation criteria and an underlying test
generation technology,

e the execution of the tests, that can be either online (tests are generated and played on
the SUT at the same time), or offline (tests are generated and stored in a test repository,
before being translated to be run subsequently on the SUT.

We now detail the first two aspects.

Model

As explained previously, the models are classified according to three criteria.
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Scope The model scope defines whether the model is input-only, or input-output.

Input-only models are models that only specify valid inputs for the system without pro-
viding any information on the expected outputs. Such models can be used to generate test
data (but, not necessarily test cases). However, they can not be used for conformance testing.
Nevertheless, these kinds of models can notably be used when performing robusteness testing,
when the test objective is to ensure that the system does not crash.

On the contrary, input-output models specify both valid inputs and expected outputs
which makes them a suitable choice for conformance testing.

Characteristics The model characteristics answer the three following questions:
e s the model timed or untimed?
e [s it a determinstic or non-deterministic model?

e What is the dynamics of the model: continuous time, discrete time, or both ?

Modelling paradigms The modeling paradigms are the following.

e State-based notations: these notations describe a system using a set of state variables
and operations modifying them. Each operation is specified using preconditions (de-
scribing the licit uses of the operations) and postconditions (describing the effect of
the operation). Some state-based notations: B [1], Z [76], VDM [55], JML [16], UM-
L/OCL [73, 85].

e Transition-based notations: these notations describe the transitions between the states
of the system. These are usually graphical notations, using nodes to represent states,
and edges to represent transitions. These formalisms can be extended to take into ac-
count state variables, guards on the transitions, etc. Some transition-based notations:
finite state machines (FSM) [63], (input-output) labelled transitions systems [30], stat-
echarts [10].

e History-based notations: these notations describe a system through its acceptable
traces. Such notations make it possible to address different notions of time (discrete
or continuous, linear or tree-based, etc.) The message sequence charts (MSC) [17]
formalism falls into this category.

e Functional notations: these notations describe the system using a set of mathematical
functions (first order functions for algebraic specifications [11]), or of higher order (as
in HOL).

e Operational notations: these notations describe the system as a set of executable pro-
cesses that are run in parallel. These notations cover the process algebra, CSP, CSS, or
Petri Nets [70].

e Stochastic notations: these notations describe the system using a probabilistic model
of the events and input data. They are mainly used for modelling the SUT environ-
ment rather than the SUT itself. For example, Markov chains can be used to model
operational profiles of the SUT.

e Data-flow notations: these notations are focused on the data flow rather than the control
flow. Lustre [68] or Matlab Simulink [11] are classified into this category.
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It is worth noticing that some notations are not restricted to a single modelling paradigm,
e.g. UML combines a state-based formalism (using OCL constraints) and a transition-based
formalism (using the statecharts diagrams)

Test Generation

The test generation aspects rely on two elements: the test selection criteria that can be
applied, and the test generation technology that is used to compute the test cases.

Test Selection Criteria The considered test selection criteria are the following:

Structural model coverage: this criterion depends on the modelling formalism that is
used. On pre/postconditions models, it aims at covering the cause-effects, the disjunc-
tions in the preconditions, etc. On transition based models, it aims at covering the
entities of the automaton (states, transitions, etc.). On textual models, some of the
structural testing criteria can be revisited and adapted to cover the code of the model.

Data coverage: it represents the test data selection strategy, that can be very simple
(random values), or more complicated (e.g. involving pairwise testing or a boundary
value analysis).

Requirement coverage: this criterion uses the requirements (functional or security re-
quirements) to target specific parts of the model (e.g. states, transitions, transitions
sequences, etc.) to be exercised.

Test cases specification: this criterion consists, for the user, to provide a test scenario
that he wants to execute on the model. This scenario can be expressed in a textual
way|[32, 22|, or using an automaton [5].

Random or stochastic criteria: these criteria aim at the coverage of an operational profile
of the system. Different probabilities of usage are associated to different parts of the
model. The test generation process will produce tests accordingly to these probabilities.

Fault-based criteria: these criteria aim at using a fault model that has to be covered by
the test generation approach, meaning that the tests are produced so as to detect all
the faults that are provided in the fault model.

Test Generation Technology The test generation technology is the technique that is
used to generate the test cases. We consider six technologies.

Random generation: the test cases are computed in a random manner for selecting the
operations and their associated inputs’ values.

Search-based algorithms: this technique uses specific graph algorithms (e.g. the rural
chinese postman), that aim at achieving the selected test selection criterion. Such
algorithms also include genetic algorithms.

(Bounded) Model Checking: this technique consists in an exploration of the state space
of described by the model, using a model-checking tool. This techniques usually involves
the use of a property (invariant or temporal) that is given as an input to the model
checker for producing a trace that can be used as a test case.

(CHAN%E
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e Symbolic execution: it consists in simulating the execution of the system (or model) by
replacing the input values by symbolic variables.

e Theorem proving: this technique consists in using a a theorem prover to produce the
test cases.

e Constraint solving: it similarly consists in using constraint solving techniques to gener-
ate test data, or test cases, coupled with search algorithms.

Take into account that some tools may combine several test generation technologies in
order to produce the test cases.

We now review some well-known approaches of the literature.

2.2 Existing Approaches

An issue of model-based testing is to be able to measure and insure coverage from test to
the model. The intention guarantees only test coverage on model and not on the SUT. We
identified two kinds of criteria to insure coverage.

2.2.1 Static Criteria
Static criteria are based on two coverage approaches: control flow oriented and data flow
oriented.

Control flow graph criteria

A method for structural testing based on the control flow coverage is to propose a certain set
of paths in a graph in order to form test campaigns. Satisfying a structural testing method
for a given coverage criterion is therefore to find tests that enhance control paths (i.e. paths
of execution) and covering paths provided by the method adopted. There are several coverage
criteria based on graph control:

e Coverage of all-nodes or statement coverage,
e Coverage of all-arcs or decision coverage,

e Coverage of path and internal boundaries,

e Coverage of all i-paths,

e Coverage of all paths.

This list is ordered from the lowest to the highest criterion to test (except ’coverage of paths
and internal boundaries’ which is not classifiable). In general, the stronger this criterion is,
the higher is the number of test data to satisfy.

To cover criteria, a test suite must activate a dedicated part of specification as follows

[52]:
e State Coverage (SC): test suite must execute every reachable statement
e Decision Coverage (DC): test suite must ensure that each reachable decision is made

true by some tests and false by other tests. Decisions are the branch criteria that modify
the flow of control in selection and interaction statement.
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e Path Coverage (PC): test suite must execute every path to satisfy through the control
flow graph.

e Condition Coverage (CC): test suite achieves CC when each condition is tested with
a true result and also with a false result. For condition containing N conditions, two
tests can be sufficient to achieve CC.

e Decision/Condition Coverage (D/CC): test suite achieves D/CC when it achieves
both decision coverage (DC) and condition coverage (CC).

e Full Predicate Coverage (FPC): test suite achieves FPC when each condition is
forced to true and to false in a scenario where that condition is directly correlated with
the outcome of the decision.

e Modified Condition/Decision Coverage (MC/DC): This coverage strengthens
the directly correlated requirement of FPC by requiring the condition ¢ to independently
affect the outcome of the decision d. A condition is shown to independently affect a
decisions outcome by varying just that condition while holding fixed all other possible
condition.

e Multiple Condition Coverage (MCC): test suite achieves MCC if it exercises all
possible combination of condition outcomes in each decision.

In [66], for code-based coverage we have PC > DC > SC, where C1 > C2 indicates that
every test suites satisfies C1 also satisfies C2. More generally as propose in [32], Figure 2.2
gives hierarchy between criteria.

Multiple Condition Coverage (MCC)

!

Meodified Condition/ Decision Coverage (MC/DC)

|

Full Predicate Coverage (FPC)

|

Decision/Condition Coverage (DVCC)

e -_~"‘—--.,,.

Condition Coverage (CC) Decision Coverage (DC)

¢

Statement Coverage (SC)

In some case, we can define dedicated criteria as transition based coverage criteria as in
Finite State Machines. These criteria are close to the previous criteria.

Data flow criteria

Data flow can be annotated with extra information regarding the definition and use of data
variables. Informally, a definition of a variable is a write to the variable and a use of a variable
is a read from it. For a given variable v, we say that (d,u) is a def-use pair if d is a definition
of v and w is a use of v, and there is a path from d to u that is free to other definitions of v.
So data flow criteria attempt to cover:
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o All-defs: the all-definition criterion requires a test suite to test at least one def-use
pair (d,u) for every definition d, that is, at least one path from each definition to one
of its feasible uses.

e All-uses: the all-uses criterion requires a test suite to test all def-use pairs (d,w). This
means testing all feasible uses of all definitions.

e All-def-use-paths: The all-def-use-paths criterion requires a test suite to test all def-
use pairs (d,u) and to test all paths from d to u.

We have this hierarchy:

All-def-use-paths — All-uses — All-defs

We can define complementary criteria with external additional information on the model.

2.2.2 Dynamic Criteria

Dynamic criteria are about the sequencing of states or actions of the model. Several ways
have been explored to express such criteria. For example in [6], the dynamic criterion is a
sequencing of states expressed as a temporal logic (PLTL) property. It is a sequencing of
actions expressed in the shape of an IOLTS in [17] and [52], or as a regular expression in [62].
We propose to describe a dynamic criterion, denoted as TP for Test Purpose, as a sequencing
of states and actions. Its semantics is an automaton whose states are interpreted as state
properties and whose transitions are labeled by action names. In our approach, the validation
engineer manually describes by means of a test purpose TP (see Def. 1) how he intends to
test the system, according to his know-how. We have proposed in [56] a language based on
regular expressions, to describe a TP as a sequence of actions to fire and states to reach
(targeted by these actions). States are described as state predicates. Actions can be given
either explicitly, or under the generic name $op.

Definition 1 (Test Purpose) A test purpose on a model M (with a set OM of operations)
is a tuple < Q¥ qo¥, TT, NP, QF,QfP > where :
o QF is a finite set of states,

o qof is an initial state,

pr C QF is a set of accepting states,

TP C QF x (OM U {$op}) x QF is the set of labelled transitions,

A C QF — PredM is a total function that associates with each state q a state predicate
denoted as \¥(q)(C Pred™).

In [57], we have presented a test generation approach from a TP and a B model, in which
every action is described by an operation. This method proceeds by unfolding all paths of the
automaton associated to the TP. Each path is a symbolic test, in the sense that the values
of the operation parameters are not defined. They will be defined by an instantiation phase
that uses constraint solving techniques and boundary valuation strategies. Also, the test
must be concretized to become executable on the SUT. This approach has been successfully
experimented on the industrial application TAS (Identification Authentication and Signature)
with Gemalto.
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Model-based testing and verification techniques

Research on model-checking has focused on the ability of these tools to fight the state space
explosion and on increasingly expressive modeling paradigms and languages to express the
property to be proved. Tools such as SPIN [19], Uppaal [61], CADP [33] have been developed
to prove reachability, safety, liveness and fairness properties expressed in temporal logics on
models in the form of communicating automata, timed automata models or process algebra.
A recent evolution is the use of SAT or SMT [7] solvers to perform bounded model checking
on infinite-state systems (SAL) [26], hybrid systems (HySAT [35], HyTech [18]) or Lustre
(Prover).

Another direction is probabilistic model-checking with tools like PRISM [60] whose goal
is to qualitatively or quantitatively evaluate the satisfaction of a property on a model.

Embedded systems have particular characteristics to be taken into account by V&V tools.
They are often cyclical reactive systems that must be modelled using specialized paradigms
such as synchronous languages, for which specialized tools such as Gatel [65] and Prover
have been developed. A combination of continuous and discrete-event behaviour may need
to be modelled, using the hybrid systems paradigm. This is treated by the HySAT model-
checker but the research on testing of hybrid systems is a very recent research area [2].
They are usually real-time systems that are represented with models that use an explicit
representation of time. Time properties can also be represented by a list of discrete events
that take place. This is possible in the analysis tools based on timed automata or Petri Nets
because timing properties are more susceptible to analysis than to test. The software used for
embedded systems is often concurrent meaning that all possible inter-leavings of concurrent
behaviour must be taken into account. Here again, analysis techniques are better developed
than test, although there is research on test of concurrent systems [74]. Because of the close
integration of software and hardware for embedded systems, software must often be tested in
the target environment, introducing problems of injection of test-case values and observability
of results. This has motivated the development of simulation languages such as SystemC |[14]
and methodologies to test embedded software with hardware in the loop. The model of
computation introduced with the Signal synchronous language [10], then further developed in
the Polychrony [15] workbench and industrialized in RT-Builder [72], consists in considering
a median (polychromous or multi-clocked) model of computation into which heterogeneous
specification can be interpreted, and from which sequential or distributed real-time code can
be generated, used for analysis, simulation and test purposes.

2.2.3 Regression Testing

Changes in software artefacts throughout its lifecycle could make previously fixed bugs re-
appear or brake existing functionality [12]; therefore systems should be retested after a modi-
fication is made. Changes can happen in subsequent development phases or after the software
enters its maintenance phase. This retesting is usually referred as regression testing [9].
Regression testing is defined as “selective retesting of a system or component to verify
that modifications have not caused unintended effects and that the system or the component
still complies with its specified requirements” [29]. Therefore, the intention is to test whether
what was working before is still working, and previously fixed bugs do not reappear.
Regression testing can be performed on any testing level (i.e., module, integration, etc.),
and it can cover both functional and non-functional requirements. However, rerunning every
test after each of the modifications is not feasible, thus a trade-off must be made between
the confidence gained from regression testing and resources used for it [51]. For this reason,
several regression testing techniques were proposed over the years, e.g. to select only a subset
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of the regression test suite, what is relevant for the current change, or to identify those new
parts of the system, which are not covered by existing tests.

Regression testing techniques

The research in the field of regression testing focused on the following problems:

1. Regression test selection: select only tests from the regression test suite that are affected
by changes.

2. Test suite minimization: find a minimal subset of test cases that preserves the coverage
with respect to a certain criterion of the original test set.

3. Coverage identification: identify those parts of the system that need additional tests
due to the change.

4. Test prioritizing: optimize the order of tests according to some criteria, e.g. to run
those tests first which are more likely to uncover bugs or which need less time to run.

5. Test suite execution: automatically execute the test in an efficient way.

For regression test selection techniques the basic idea is similar to the one used in build
systems (e.g. the make tool), namely that at each build only those files need to be recompiled
that have been changed or depend on a file that have been changed. Similarly, to reduce the
size of the regression test suite, and thus reduce the time and resources needed to execute
it, one can select only those tests that work on changed parts of the system. Rothermel
and Harrold published a detailed survey paper about regression selection techniques [71].
They evaluated several techniques according to their inclusiveness, precision, efficiency and
generality. The surveyed techniques consisted of linear equation, symbolic execution, path
analysis, dataflow, program dependence graph, system dependence graph, modification based,
cluster identification, slicing, graph walk techniques, etc. Each technique had its strength or
weakness; some were able to uncover more errors, while some computed the selected tests
very fast.

As the test suite grows and changes, some tests become redundant. Test suite minimiza-
tion techniques remove test cases from the tests suite to retain only a minimal number of test
cases, while providing the same level of coverage than the original test suite [53]. However,
care must be taken, because removing too much test cases can reduce its fault detection
effectiveness.

Changes in the system can introduce new parts, which are not exercised by existing
tests. Coverage identification can map these parts of the system. Simple approaches can use
code coverage analysis tools [38] to uncover changed portions not touched by existing tests.
More advanced approaches typically use some sophisticated data structure, e.g. program
dependence graphs [34] that capture also data and control dependencies in the source code.

Test prioritization techniques can have several goals. One can optimize the order of the
test suite to increase the rate of fault detection, code coverage, or the rate at which high-
risk faults are detected. Rothermel et al. analyzed in [28] nine test prioritization techniques
(e.g. random, prioritize in order of coverage statements, etc). Their conclusion was that even
simple approaches (which are quite easy to implement and inexpensive) can improve the rate
of fault detection. However, the performance overhead of more sophisticated approaches was
still a bit high.

Test suite execution techniques concentrate on the automatic execution and evaluation of
test cases. These techniques moved into the practice over the years, as most of the current
testing tools have these functionalities.
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Tools for regression testing

Running a set of regression tests is usually part of the automatic build procedures of popular,
modern software development processes. However, industrial testing tools and platforms used
nowadays (both commercial [50, 69] and open source [27, 39] usually concentrate on just the
automatic execution of tests, collection of results, and creating test reports when talking
about regression testing. These tools usually do not use techniques presented in the previous
section, they do not perform test selection or minimization on the regression test suite.

On the other hand, several academic tools were reported to support research on different
regression testing techniques. The drawback of these tools is however that they are usually
not available to the public or not maintained any more.

TestTube [20] was a tool developed at AT&T Bell Laboratories for selective retesting of
C programs. It instruments the source code to capture which part of the system is covered
by each tests, then computes which tests are needed for a given modification.

Automatic Testing Analysis tool in C (ATAC) [36, 75] combines modification-based test
selection technique with test set minimization. It instruments the program when tests are
executed. Using the recorded information and costs assigned to tests the tool can select
tests that give maximal coverage, and later it can reduce this test set with respect to block
coverage.

Echelon [77] was a tool developed by Microsoft Research for test case prioritization. It
works on binary level to identify changes between the current and the previous version.
Echelon uses a fast binary matching technique instead of expensive data flow analysis. The
tool then prioritizes the tests according to the number of changed blocks they cover. Echelon
also lists those blocks, which are not covered by existing tests. The scalability of this tool
was tested using large binary production e.g. created for a project with one with 1.8 million
LOC.

Model based regression testing

The previous listed approaches mainly work on source code. Instead of identifying the depen-
dencies and effects of changes using code analysis techniques [23, 12, 13, 18], the analysis can
be carried out on the model level. These methods have the advantage, among other things,
that the models are usually smaller due to the operating on a higher abstraction level.

The approach presented in [19] generates regression test suites from Extended Finite State
Machine (EFSM) models. A dependency analysis searches for the effects of changes expressed
as elementary modifications (i.e. adding, deleting or changing transitions), and creates test
cases for the changed parts of the system. The method presented in [34] works similarly on
EFSM models, and its focus is to reduce an existing regression test suite based on dependency
analysis.

2.2.4 Model-Based Security Testing

This section presents the use of the Model-Based Testing process in the context of testing
the security of a system. This section is divided into two parts. The first one deals with
a functional approach in which the security aspects of the system are embedded within the
model and the subsequent test generation approach focuses on these aspects to exercise it.
The second part is dedicated to approaches that consider a modification of the model that
represents common attacks that can be performed on the system.
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Functional approach

A part of the security requirements w.r.t. a system can be expressed as security properties.
Here, we consider a context in which the security aspects of the system are embedded within
the functional model. From the model, a set of security properties is formally expressed.
These properties should hold on the model as it incorporates the security aspects. We do not
address here the question of formal verification of these properties on the model. This can
be achieved for example by model-checking. The aim of testing w.r.t. security properties is
to validate that the properties also hold on the implementation under test (SUT). A formal
verification of the SUT is usually out of reach due to its impracticable size.

Now that we are in the context of life-long evolving systems, change has to be taken into
account to see the impact it has on a test suite, dedicated to security. We present here an
approach from Fraser, Aichernig and Wotawa [36], to handle model changes for regression
testing purposes, or to update a test suite. The approach is based on model-checking. It aims
at reducing the effort of recreating test suites after a model is changed. It also allows for
minimizing the number of regression tests after a change. The considered models are Kripke
Structures, i.e. state/transition models. States are labelled with a set of atomic propositions
(on the state variables) that hold in this state. A transition relation models the passing from
a state to another. A test case is a finite prefix of a path of Kripke structure, with its oracle.
It can automatically be converted into a verifiable model [5]. A test suite is a set of test cases,
issued from a version of the model.

In case of a model evolution, some of test cases in the test suite issued from the previous
version of the model become invalid (i.e. obsolete), while others remain valid. Invalidity is
pronounced if the test case goes through a state or a transition that no longer exists in the
new model, or if it goes through a state whose labelling has changed.

Ideas presented in the paper permit to decide by model-checking if a test case are still valid
after a model change. After what valid test cases can be used as regression tests, whereas the
invalid ones can be used as non stagnation tests (to test that what was supposed to change has
indeed changed). Additionally, new test cases are created by either adapting the old (invalid)
ones (i.e. by re-computing their oracle), or by selectively creating new ones. Model-checking
is used to compute or adapt new test cases.

For the creation of the new tests, 3 methods are proposed in [30].

Adaptation. This first method adapts the old test to the new model, by re-computing
the oracle of tests from the new model. The test-case model contains a state counter State,
and a maximum value MAX. The adaptation can be obtained by querying the model-checker
with a particular property, which achieves a trace where the value of State is increased up
to MAX. The drawback of this method is that some new behaviours will not be covered, if
there are no related obsolete test cases.

Update. The update method is based on trap properties [10]. It is a generalisation
of [87] on trapping differences between two versions of a model, by means of a comparator. A
trap property is a temporal property dedicated to achieving a given coverage. For example,
claiming that a particular (reachable) state cannot be reached achieves the coverage of that
state. Depending on which coverage criteria are targeted, a set of trap properties is chosen
accordingly. Here, a set P of trap properties is computed for the model before change, and a
set P’, achieving the same coverage, is computed for the model after change. The new tests
are obtained by model-checking trap properties in the difference P # P’.

Focus on Model Changes. This method proceeds by automatically rewriting the prop-
erty and the model before the model-checker is called. The principle of the rewriting is as
follows: Rewriting of the model: a boolean variable named change is added to the model (in
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fact, one boolean variable change is added per change). The change variable is initialized to
false, and it takes the true value when the change occurs. It keeps the true value afterwards.
Rewriting of the property: all temporal operators in the formula are re-written to include
an implication on the change variable. This achieves that only such counter examples are
created that include the changed transition.

Attack approach

Usually models that are used for the test generation are supposed to be correct and attack-
resistant. In an attack-driven approach, a common practice is to downgrade the model so that
he might actually contain an error that can be revealed by an attack. Figure 2.3 illustrates
this principle.

l Attack scenario l Attack scenario
Safe Modified
Model Model
Attack Attack accepted
aborted/contained

The model modification makes it possible to play attack scenarios on the model so that
the response provides an observable answer to the attack. Once a test representing the attack
is actually played on the SUT, if this latter reacts as the modified model, then the SUT
presents a weakness.

This approach is called mutation-based testing [21]. Mutations that are introduced are
done according to a fault model. It may represent simple syntactical modifications (e.g.
replacement of mathematical operators) or more complex ones, motivated by the semantics
of the considered model/system.

The modified model is then used in a standard test generation process. Nevertheless, the
mutation guides the test generation so as to be able, at test case generation time, to focus on
introduced errors [38]. [37] present notions of relevance of test cases w.r.t. (possibly security)
properties, based on their error detection capabilities.

In [79], authors present a set of security mutations in access control policies express in
OrBAC, it can be used to drive the test generation. In this context, generated tests will be
dedicated to requesting, in specific configurations, access to secure data that should be denied
by a safe system. The success of the access, and thus, the revealing of the secret, makes it
possible to conclude on the presence on errors in the SUT.

In terms of mutation testing for system security robustness, a preliminary work has been
done by mutating the model as to simulate environment perturbations that the system has
to respond [25]. This kind of mutation can be classified as invasive because it involves non-
functional aspects of the SUT.

A related work has be done by [59], based on fault-injection techniques. The idea is
to introduce security errors in UMLsec models [58], and to use the UMLsec analysis tools
(model-checkers, etc.) to build traces leading to the error. These traces are then used as
test cases that are concretized to be executed on the system. The mutations performed are
based on adding vulnerabilities in the model, such as missing plausible checks or wrong use
of identities, originating from [3].
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Recently, an overview of possible vulnerability leaks that may appear in systems, in-
cluding buffer overflows, SQL injection techniques, etc. This team, in the context of the
European project SHIELDS (FP7/2007-203), has proposed a model of vulnerabilities causes,
named Vulnerability Cause Graph (VCG), from which is derived a formalism called Vulner-
ability Detection Condition (VDC) aiming to automatically test the source code to detect
vulnerabilities. This test generation is done by the TestIng [15] tool.
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3. WP7 Background

In the context of MBT functional and security testing, WP7 partners (INRIA, SMA, UIB)
have developed techniques that are considered as the background technology for the Secure
Change project. The following sections will provide details on BZTT, Smartesting Test
Designer and Telling TestStories.

3.1 Test generation using symbolic animation (BZTT)

We present in this section the BZ-Testing-Tools approach (BZTT) [1, 11], industrialized by
the Smartesting company as Test Designer.

3.1.1 Symbolic Animation of B Models

For the test generation approaches to be relevant, it is mandatory to ensure that the model
behaves as expected, since the system will be checked against the model. Model animation
is thus used for ensuring that the model behaves as described in the initial requirements.
This step is done in a semi-automated way, by using a dedicated tool —a model animator—
with which the validation engineer interacts. Concretely, the user chooses which operation
he wants to invoke. Depending on the current state of the system and the values of the
parameters, the animator computes and displays the resulting states that can be obtained.
By comparing these states with the informal specification, the user can evaluate its model
and correct it if necessary. This process is complementary to the verification that involves
properties that have to be formally verified on the model.

The symbolic animation improves the “classical” model animation by giving the possibility
to abstract the operation parameters. Once a parameter is abstracted, it is replaced by
a symbolic variable that is handled by dedicated constraints solvers. Abstracting all the
parameter values turns out to consider each operation as a set of “behaviors", that are the
basis from which symbolic animation can be performed [11].

Definition of the Behaviors

A behavior is a part of an operation that represents one possible way of executing the op-
eration, in terms of resulting activated effect. Each behavior can be defined as a predicate,
representing its activation condition, and a substitution that represents its effect, namely the
evolution of the state variables and the instantiation of the return parameters of the opera-
tion. The behaviors are computed as the paths in the control flow graph of the considered
B operation, represented as a before-after predicate!.

LA before-after predicate is a predicate involving state variables before the operation and after, using a
primed notation.
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sw < VERIFY_PIN(p) =
PRE p € 0..9999 THEN
IF tries > 0 A pin # -1 THEN
IF p = pin THEN
auth := true ||
tries := max tries || A pin #

sw := ok tries < 0
ELSE Vpin = -1
tries := tries - 1 ||

auth := false ||
IF tries = 1 THEN
sw := blocked

tries’= |tries - 1

ELSE i A auth’|=false
SW := wrong_pin auth’ = tiue A
END tries’ = max fries tries=1 tries#1 sw) =
END A sul = ok wrong mode
ELSE
SW := wrong_mode
END
END

Example 1 (Computation of behaviors) Consider a smart card command, named VER-
IFY PIN aiming at checking a PIN code proposed in parameter against the PIN code of the
card. As for every smart card commands, this command returns a code, named sw for status
word, that indicates whether the operation succeeded or not, and possibly indicating the cause
of the failure. The precondition specifies the typing information on the parameter p (a four
digit number). First, the command can not succeed if there are no remaining tries on the
card and if the current PIN code of the card has been previously set. If the PIN codes match,
the card holder is authentified, otherwise there are two cases: either there are enough tries
on the card, and the returned status word indicates that the PIN is wrong, or the holder has
performed his last try, and the status word indicates that the card is now blocked. This oper-
ation is given in Figure 3.1, along with its control flow graph representation. This command
presents four behaviors, that are made of the conjunction of the predicates on the edges of
a giwen path, that is denoted by the sequence of modes from 1 to 0. For example, behavior
[1,2,3,4,0], defined by predicate p € 0..9999 A tries > 0 A pin # —1 A p = pin A auth’ =
true/Atries’ = max_tries/Asw = ok represents a successful authentication of the card holder.
In this predicate, X' designates the value of variable X after the execution of the operation.

Use of the Behaviors for the Symbolic Animation

When performing the symbolic animation of a B model, the operation parameters are ab-
stracted and thus, the operations are considered through their behaviors. Each parameter is
thus replaced by a symbolic variable whose value is managed by a constraint solver.

Definition 2 (Constraint Satisfaction Problem (CSP)) A Constraint Satisfaction Prob-
lem is a triplet (X, D, C) in which

- X ={Xy,..., XN} is a set of N variables,

-D ={D,...,Dn} is a set of domains associated to each variable (X; € D;),

- C is a set of constraints that relate variable values altogether

A CSP is said to be consistent if there exists at least one valuation of the variables in X that
satisfies the constraints of C. It is inconsistent otherwise.

Activating a transition from a given state is equivalent to solving a CSP whose variables X
are given by the state variables of the current state (i.e., the state from which the transition
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is activated), the state variables of after state (i.e., the state reached by the activation of
the transition) and the parameters of the operation. Accordingly to the B semantics, the
domain D of the variables can be found in the invariant of the machine (resp. in the pre-
condition of the operation) for the state variables (resp. for the operation parameters). The
contraints C' are the predicates composing the behavior that is being activated, enriched with
equalities between the before and after variables that are not assigned within the considered
behavior.

The feasibility of a transition is defined by the consistency of the CSP associated to the
activation of the transition from a given state. The iteration over the possible activable
behaviors is done by performing a depth-first exploration of the behavior graph.

Example 2 (Behavior activation) Consider the activation of the VERIFY PIN opera-
tion given in Example 1. Suppose the activation of this operation from the state s1 defined
by: tries = 2, auth = false, pin = 1234. Two behaviors can be activated. The first one
corresponds to an invocation ok «— VERIFY_PIN(1234) that covers path [1,2,3,4,0], and pro-
duces the following consistent CSP (notice that data domains have been reduced so as to give
the most human-readable representation of the corresponding states):

CSP, = ({tries,auth,pin,p,tries’, auth’, pin’, sw},
{{2}, {false}, {1234}, {1234}, {3}, {true}, {1234}, {ok}},
{Inv, Inv' tries > 0,pin # —1,p = pin, tries’ = 3,
auth’ = true, pin’ = pin, sw = ok})

(3.1)

where Inv (resp. Inv') designates the constraints from the machine invariant that apply on
the variables before (resp. after) the activation of the behavior. The second activable behavior
corresponds to an invocation wrong_pin <« VERIFY_PIN(p), that covers path [1,2,3,5,6,8,0]
and produces the following consistent CSP:

CSP, = ({tries,auth,pin,p,tries’ auth’, pin’, sw},
{{2},{false},{1234},0..1233 U 1235..9999, {1}, { false}, {1234}, {wrong pin}},
{Inv, Inv' tries > 0,pin # —1,p # pin, tries’ = tries — 1,
auth’ = false,tries # 1, pin’ = pin, sw = wrong_pin})

(3.2)

State variables may also become symbolic variables, if their after value is related to the
value of a symbolic parameter. A variable is said to be symbolic if the domain of the variable
contains more than one value. A system state that contains at least one symbolic state
variable is said to be a symbolic state (by opposition to a concrete state).

Example 3 (Computation of Symbolic States) Consider the SET_PIN operation that sets
the value of the PIN on a smart card:

sw « SET_PIN(p) =
PRE p € 0..9999 THEN
IF pin = -1 THEN pin :=p || sw := ok
ELSE sw := wrong_mode
END
END

From the initial state, in which auth = false, tries = 3 and pin = -1, the SET_PIN
operation can be activated to produce a symbolic state associated to the following CSP:
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CSPy = {({tries,auth,pin,p,tries’ auth’, pin’, sw},

{{3},{false}, {—1},0..9999, {3}, { false},0..9999, {0k} }, (3.3)
{Inv, Inv', pin = —1,pin’ = p, sw = ok})

The symbolic animation process works by exploring the successive behaviors of the consid-
ered operations. When two operations have to be chained, this process acts as an exploration
of the possible combinations of successive behaviors for each operation.

In practice, the selection of the behaviors to be activated is done in a transparent manner
and the enumeration of the possible combinations of behaviors chaining is explored using
backtracking mechanisms. For animating B models, we use CLPS-BZ [13], a set-theoretical
constraint solver written in SICStus Prolog 78] that is able to handle a large subset of the
data structures existing in the B machines (sets, relations, functions, integers, atoms, etc.).

Once the sequence has been played, the remaining symbolic parameters can be instantiated
by a simple labeling procedure, that consists in solving the constraints system and producing
an instantiation of the symbolic variables, obtaining an abstract test case.

It is important to notice that constraint solvers work with an internal representation of
constraints (involving constraint graphs and/or polyhedra calculi for relating variable values
altogether). Nevertheless, consistency algorithms used to acquire and propagate constraints
are not sufficient to ensure the consistency of a set of constraints, and a labelling procedure
always has to be employed to guarantee the existence of solutions in a CSP associated to a
symbolic state.

The use of symbolic techniques avoids the complete enumeration of the concrete states
when animating the model. It thus makes it possible to deal with large models, that represent
billions of concrete states, by gathering them into symbolic states.

We now describe the use of symbolic animation for the generation of test cases.

3.1.2 Test Generation

We present in this section the use of the symbolic animation for automating the generation
of model-based test cases. This technique aims at a structural coverage of the transitions of
the system. To make it simple, each behavior of each operation of the B machine is targeted;
the test cases thus aim at covering all the behaviors. In addition, a symbolic representation
of the system states makes it possible to perform a boundary analysis from which the test
targets will result [64, 3]. This technique is recognized as a pertinent heuristics for generating
test data [9].

The tests that we propose are made of four parts, as illustrated in Figure 3.2. The first
part, called preamble, is a sequence of operations that brings the system from the initial state
to a state in which the test target, namely a state from which the considered behavior can be
activated, is reached. The body is the activation of the behavior itself. Then, the identification
phase is made of user-defined calls to observation operations, that are supposed to retrieve
internal values of the system so that they can be compared to model data in order to establish

Preamble Identification
<+
Body Postamble
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the conformance verdict of the test. Finally, the postamble phase is similar to the preamble,
but it brings the system back to the initial state or to another state that reaches another
test target. The latter part is important to chain the test cases. It is especially used when
testing embedded systems, since the execution of the tests on the system is very costly and
such systems take usually much time to be reseted by hand.

This automated test generation technique requires some testability hypotheses to be em-
ployed. First, the operations of the B machine have to represent the control points of the
system to be tested, so as to ease the concretization of the test cases. Second, it is mandatory
that the concrete data of the SUT can be compared to the abstract data of the model, so
as to be able to compare the results produced by the execution of the test cases with the
results predicted by the model. Third, the SUT has to provide observation points that can
be modeled in the B machine (either by return values of operations, such as the status words
in the smart cards, or by observation operations).

We will now describe how the test cases can be automatically computed, namely how the
test targets are extracted from the B machine, and how the test preambles, and postambles,
are computed.

Extraction of the Test Targets

The goal of the tests is to verify that the behaviors described in the model exist in the SUT
and produce the same result. To achieve that, each test will focus on one specific behavior
of an operation. Test targets are defined as the states from which a given behavior can
be activated. These test targets are computed so as to satisfy a structural coverage of the
machine operations.

Definition 3 (Test Target) Let OP = ((Acti, Effy)[] - - . [|(Actn, Effy)) be the set of behav-
tors extracted from operation OP, in which Act; denotes the activation condition of behavior
i, Eff; denotes its effect, and [| is an operator of choice between behaviors. Let Inv be the
machine invariant. A test target is defined by a predicate that characterizes the states of the
mwvariant from which a behavior i can be activated: Inv N\ Act;.

The use of underlying constraint solving techniques makes it possible to provide interesting
possibilities for data coverage criteria. In particular, we are able to perform a boundary
analysis of the behaviors of the model. Concretely, we will consider boundary goals, that are
states of the model for which at least one of the state variable is at an extremum (minimum
or maximum) of its current domain.

Definition 4 (Boundary Goal) Let minimize(V,C) (resp. maximize(V,C)) be a func-
tion that instantiates a symbolic variable V' to its minimal value (resp. its mazimal value),
under the constraints given in C. Let Act; be the activation condition of behavior i, let P
be the parameters of the corresponding operation, and let V be the set of state variables that
occur in behavior i, the boundary goals for the variables V are computed by:

BG™" = minimize(f(V), Inv A 3P.Act;)

BG™* — magzimize(f(V), Inv A 3P.Act;)
in which f is an optimization function that depends on the type of the variable:

zf)z s a set of integers, f()Z') = er)_(' x

if X is a set of sets, f(X) = > e card(z)

otherwise, f()?) =1
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’ N° | Rewriting of P} V Py Coverage criterion ‘
1 | AVE Decision Coverage (DC)
2 | P P Condition/Decision Coverage (C/DC)
3 | PAN-Py [] "PLAP, Full Predicate Coverage (FPC)
4 | PAANPy, [|] PAAN—-Py [] =Py A Py | Multiple Condition Coverage (MCC)

Example 4 (Boundary test targets) Consider behavior [1,2,3,4,5,0] from the VERIFY_PIN
operation presented in Figure 3.1. The machine invariant gives the following typing informa-
tions:

Inv = tries € 0.3 A pin € —1..9999 A auth € {true, false}

The boundary test targets are computed using the minimization/maximization formulas:

BG™" = minimize(tries + pin, Inv A 3p € 0..9999.(tries > 0 A pin # —1 A pin = p))
~tries =1, pin =0
BG™* = mazimize(tries + pin, Inv A Ip € 0..9999.(tries > 0 A pin # —1 A pin = p))

~ tries = 3, pin = 9999

In order to improve the coverage of the operations, a predicate coverage criterion [(7] can
be applied by the validation engineer. This criterion acts as a rewriting of the disjunctions in
the decisions of the B machine. Four rewritings are possible, that make it possible to satisfy
different specification coverage criteria [67], as given in Table 3.1.

Rewriting 1 leaves the disjunction unmodified. Thus, the Decision Coverage criterion
will be satisfied if a test target satisfies either P; or P, indifferently (also satisfying the
Condition Coverage (CC) criterion). Rewriting 2 produces two test targets, one considering
the satisfaction of P;, the other the satisfaction of P,. Rewriting 3 will also produce two
test targets, considering an exclusive satisfaction of P; without P, and vice-versa. Finally,
Rewriting 4 produces three test targets that will cover all the possibilities to satisfy the
disjunctions.

Notice that the consistency of the resulting test targets is checked so as to eliminate
inconsistent test targets.

Example 5 (Decision coverage) Consider behavior [1,2,9,0] from operation VERIFY_PIN
presented in Figure 3.1. The selection of the Multiple Condition Coverage criterion will
produce the following test targets:

1. InvAdp€0.9999 . (tries < 0 A pin = —1)
2. InvA3dpe0.9999 . (tries > 0 Apin = —1)
3. InvA3dpe0..9999 . (tries < 0 Apin # —1)

providing contexts from which boundary goals will then be computed.

We now describe how these targets are reached by symbolic animation by computation of
the test preamble.
Computation of the Test Cases

Once the test targets and boundary goals are defined, the idea is to employ symbolic animation
in an automated manner that will aim at reaching each target. To achieve that, a state
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SeqOp «— compute_preamble(Depth, Target)
begin
s_tnit <« 1initialize ;
Seq_curr «— [init] ;
dist_init < compute_distance(Target,s_init) ;
visited «— [{ s_init, Seq_curr,dist_init )] ;
while visited # [] do
( s_curr, Seq_curr, MinDist ) < remove_minimal_distance(visited) ;
if length(Seq_curr) < Depth then
[(s_1,Seq_1),...,(s_N,Seq_N)] « compute_successors((s_curr, Seq_curr)) ;
for each (s_i,Seq_i) € [(s_1,Seq_1),...,(s_N,Seq_N)] do
dist_i <« compute_distance(Target,s_i) ;
if dist_i = 0 then
return Seq_i;
else
visited « visited U (s_i, Seq_i, dist_i) ;
end if
done
end if
done
return [];
end

exploration algorithm, variant of the A* path-finding algorithm and based on a Best-First
exploration of the system states, has been developed.

This algorithm aims at finding automatically a path, from the initial state, that will reach
a given set of states characterized by a predicate. A sketch of the algorithm is given in
Figure 3.3. From a given state, the symbolic successors, through each behavior, are com-
puted using symbolic animation (procedure compute_successors). Each of these successors
is then evaluated to compute the distance to the target. This latter is based on a heuristics
that considers the “distance” between the current state and the targeted states (procedure
compute_distance). To do that, the sum of the distances between each state variable is con-
sidered; if the domains of the two variables intersect, then the distance for these variables is 0,
otherwise a customized formula, involving the type of the variable and the size of the domains,
computes the distance (see [21]| for more details). The computation of the sequence restarts
from the most relevant state, i.e., the one presenting the smallest distance to the target (pro-
cedure remove_minimal_distance returning the most interesting triplet (state, sequence of
behaviors, distance) and removing it from the list of visited states). The algorithm starts
with the initial state (denoted by s _init and obtained by initializing the variables according
to the INITIALIZATION clause of the machine denoted by the initialize function). It
ends if a zero-distance state is reached by the current sequence, or if all sequences have been
explored for a given depth.

Since reachability of the test targets can not be decided, this algorithm is bounded in
depth. Tts worst case complexity is O(n?) where n is the number of behaviors in all the
operations of the machine and d is the depth of the exploration (maximal length of test
sequence). Nevertheless, the heuristics consisting in computing the distance between the
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states explored and the targeted states to select the most relevant states improves the practical
results of the algorithm.

The computation of the preambule ends for three possible reasons. It may have found the
target, and thus, the path is returned as a sequence of behaviors. Notice that, in practice,
this path is often the shortest from the initial state, but it is not always the case because
of the heuristics used in during the search. The algorithm may also end by stating that the
target has not been reached. This can be due to the fact that the exploration depth was too
small, but it may also be due to the unreachability of the target.

Example 6 (Reachability of the test targets) Consider the three targets given in Ez-
ample 5. The last two can easily be reached. Target 2 can be reached by setting the value
of the PIN, and Target 8 can be reached by setting the value of the PIN, followed by three
successive authentication failures.

Nevertheless, the first target will never be reached since the decrementation of the tries
can only be done if pin # -1. In order to avoid considering unreachable targets, the machine
mwvariant has to be complete enough to catch at best the reachable states of the system, or,
at least, to exclude unreachable states. In the example, completing the invariant by: pin =
—1 = tries = 3 makes Target 1 inconsistent, and thus, removes it from the test generation
process.

The sequence returned by the algorithm represents the preamble, to which is concatenated
the invocation of the considered behavior (representing the test body). If operation parame-
ters are still constrained, they are also minimized or maximized, for their instantiation. The
observation operations are specified by hand, and the (optional) postamble is computed on
the same principle as the preamble.

3.2 Test Designer (TD)

Test Designer, from Smartesting, is a commercially available model-based testing tool ded-
icated to IT applications, secure electronic transactions and packaged applications such as
SAP or Oracle E-Business Suite.

Test Designer implements concepts presented in the previous section based on a before/after
semantics, symbolic animation and preamble computation on a subset of UML/OCL notation
[17].

Test cases are generated from a behavior model of the SUT, using requirement coverage and
custom scenarios as test selection criteria. Test Designer models are written in a subset of
standard UML (class and object diagrams as well as state machine diagrams, with OCL an-
notations). Test Designer supports both a transition-based modeling style (i.e. UML State
Machines) and a Pre/Post style (i.e. OCL).

Model elements such as transitions and OCL decisions can be linked to the informal require-
ments that they cover. Test coverage can then be based on requirements coverage. A range of
structural model coverage criteria are also supported, such as transition, decision and effect
coverage. The test engineer may also define business scenarios as custom test case specifica-
tions that use the UML operations. Test Designer supports both manual and automated test
execution, using an offline approach. The generated test cases can be output to test manage-
ment systems like HP Quality Center or IBM Rational Quality Manager, with bidirectional
traceability and full change management for evolving requirements.
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Now, we illustrate how Test Designer can be used to model and test the actiTIME application
(www.actitime.com).

actiTIME is a time tracking application freely available on the web. In this section, we use
this application to demonstrate the various steps of deploying the MBT process. We illustrate
it with Test Designer from Smartesting, which is a model-based testing solution dedicated to
enterprise I'T applications, secure electronic transactions and packaged applications such as
SAP or Oracle E-Business Suite. Test cases are generated from a behavior model of the SUT,
using requirements coverage and custom scenarios as test selection criteria. Test Designer
models are written in a subset of standard UML.
Test Designer supports both manual and automated test execution, using an offline approach.
The generated test cases can be output to test management systems like HP Quality Center,
IBM Rational Quality Manager or the open-source tool TestLink, with bidirectional trace-
ability and full change management for evolving requirements.

3.2.1 actiTIME overview

actiTIME is a time management program developed by Actimind. Details about its features,
and free downloads, can be found on the website www.actitime.com. Ordinary users have
access to their time track for input, review and corrections. They can also manage projects
and tasks, do some reporting and of course they can manage their account (see (1) in Figure
3.4).

In our sample model we focus on the user time-tracking features of actiTIME version 1.5;
after logging into the system the user can specify how much time he spent on a specific task.
A typical scenario is as follows:

1. access a time-track;

[N

. display the time-entry form;

w

type in the hours spent on assigned tasks;

-

the system warns the user that modifications are not saved yet;
5. save the modifications;

6. in case of overtime, the system displays an error message.

3.2.2 actiTIME requirements

In actiTIME a user may have administrator rights. Only administrators can add and remove
projects. For a specific project, a user can add or remove tasks, enter the number of hours
they spent on a task, etc. To precisely define the expected functional requirements of the
actiTIME feature that we model, a list of requirements is defined in Table 3.2. The IDs are
useful as they allow you to see in the test repository which requirements are covered by each
of the generated tests.

3.2.3 actiTIME test model

The test model represents the expected behavior of the application, covering the requirements
of Table 3.2. It is based on three UML diagrams (see Figure 3.5, Figure 3.6 and Figure 3.7):

e the class diagram represents the business entities and the user actions to be tested;
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Requirement Id

Requirement Description

ADMIN/ADD _PROJECT

An administrator can add a new
project into the system. A project
is linked to a customer and includes
several tasks.

ADMIN/DELETE PROJECT

An administrator can delete a
project from the system.

LOGIN

When the user try to log on with an
incorrect username or password an
error message is displayed.

USER/ENTER_ TIME

A user can enter the number of hours
spent on his assigned tasks for one or
several days.

USER/REMOVE_TIME

A user can correct the number of
hours spent on a task by removing
some time.

USER/SAVE_TIME

After modifying its time-track, the
user can save the changes.

USER/SHOW_TIME_TRACKING

A user can display its time-track
consolidation for any month.

USER/VIEW_TIME_TRACK

A user can display its time-track for
the current week or any week, in or-
der to report its activity.

USER/WORKING _TASK

A user can add or remove task from
the task list.

Table 3.2: Summary of :

1ctiTIME requirements.
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e the layered state machine represents the dynamic expected behavior;

e the instance diagram gives some test data and initial configuration of the application.
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Figure 3.5: Class diagram for actiTIME test model

Figure 3.8 gives an OCL specification describing the Login operation with an invalid user
name. Notice how the requirements are linked to the specification using annotations (—@QReq:
LOGIN). The annotation —@QAIM gives more detail about which part of that refinement is
being modeled here.

3.2.4 Test generation with Test Designer

Figure 3.9 shows the GUI of Test Designer for the project actiTIME. A list of the generated
test cases (structured by test Suites) is displayed on the left, and the details of one test case
are displayed on the right. The details of the requirements and test aims that are covered by
a particular test step are shown in the right-hand bottom corner.

Figure 3.10 shows the generated tests published into a test repository (in this case: HP
Quality Center). These tests are ready for manual test execution. Each test is fully docu-
mented in the Design Steps Panel.

For test automation, complete script code is generated and maintained for each test case
(see Figure 3.11). The remaining (optional) task for the test automation engineer is to
implement each key-word used in UML test model so that it is defined as a sequence of lower-
level SUT actions. If this is done, the generated test scripts can be executed automatically
on the SUT. An alternative approach is to leave the key-words undefined, in which case a
human tester must execute the scripts manually.

To sum-up, we deployed on the actiTIME application a typical MBT solution for IT
applications, using a subset of UML as input language (class diagrams, state diagrams, in-
stance diagrams, and OCL specification language), providing automated test generation and
publication features both for manual and automated testing.
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LE 3
Figure 3.6: High level state machine for actiTIME (partial)
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Figure 3.7: Object diagram for actiTIME
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Figure 3.8: OCL specification for Login (the invalid login case).
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Figure 3.9: Smartesting Test Designer user interface. Project actiTIME.
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Figure 3.10: Publication of generated tests into the test manager environment (HP Quality Center)
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Figure 3.11: Publication of generated scripts into the test manager environment (HP Quality Center)
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3.3 Telling TestStories

Model-driven testing is based on the derivation of executable test code from models in a MDA
manner [89]. It supports an implementation resp. technology-independent view on testing
and the adaptation of tests to modified requirements with minor effort. This makes model-
driven testing an ideal testing strategy for service oriented systems. In such a setting various
component- and communication technologies, the dynamic adaptation and integration of
services and the unavailability of service implementations and controls have to be considered.

Telling TestStories (T'TS) [30] provides a testing methodology and a framework for model-
driven system testing of service oriented systems. Compared to many other model-based
testing approaches, TTS is based on separated system and test models which are connected
via common model elements. An overview of the TTS artefacts is depicted in Figure 3.12.

The requirements model contains the specification for system development. Its formal part
consists of actors, use cases and types, denoted in a use case diagram and a class diagram.
The formal requirements are based on written or non-written informal requirements.

The system model describes the system structure and system behavior in a platform
independent way. Its static structure is based on actors providing and requiring services and
its dynamic structure is based on global workflows modeling the behavior between actors and
local workflows modeling the behavior within actors.

The test model defines the test configuration, the test data and the test scenarios as
so called test stories. Test stories are controlled sequences of service operation invocations
exemplifying the interaction of actors. Test stories may be generic in the sense that they
do not contain concrete objects but variables which refer to test values provided in tables.
Test stories can also contain setup and tear down procedures and contain assertions for test
result evaluation. The service operations and actors of a test story are shared with the system
model.

The test implementation is generated by a model-to-text transformation explained in
[31]. It generates test code that can be executed by a test execution engine. Adapters are
needed for connecting to the system under test.
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Metamodels have been defined to define consistency and coverage criteria for the system
and the test model.

If the system model and the test model are created manually, then the framework checks
consistency between them automatically and the test model has to fulfill some coverage prop-
erties with respect to the system model. Alternatively, if the system model is complete to a
certain sense then behavioral parts of the test model can be generated or otherwise if the test
model is complete, behavioral fragments of the system model can be generated.

The metamodel elements can be mapped to UML metaclasses and can therefore be created
and edited with standard UML tools. The system model can even be mapped to SoaML and
the test model can be mapped to the UML Testing Profile which ensures compatibility with
existing standards.

A very important property of T'TS is the traceability between system requirements, service
operations, test stories and the implementation. This enables the assignment of unexpected
system behavior to requirements resp. to system or test model elements. Therefore, the
system and test model can be created, transformed, executed and analyzed iteratively even
in a test-driven manner based on changing requirements and services. Furthermore, TTS
allows for the execution of tests during system development by creating mock services for
unfinished parts of a system.
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4. Bottlenecks addressed by WP7

This chapter proposes an analysis of commercial tools based on the criteria identified in
Chapter 1. We also provide several research directions that will be investigated during the
project.

4.1 Evaluation of existing approachs

In chapter 1, we proposed several criteria to evaluate MBT methods with respect to change
and security aspects. In chapter 2, we introduced a state of the art for functional model-based
testing.

So, in this section, we evaluate several MBT tools with respect to these criteria. Those
tools all use as input behavioral model of the SUT and provide various test coverage criteria.
Based on the taxonomy paper [23] by Utting and al., we have selected a list of commercial
tools to be compared presented in Table 4.1 and Table 4.2.

Tools Stability of Traceability of | Impact Test suite
test repository changes analysis qualification
Conformiq Qtronic 2 1 1 no qualification
Microsoft SpecExplorer 1 1 1 no qualification
Reactive Systems Reactis 2 1 1 no qualification
Smartesting Test Designer 2 1 1 no qualification
T-Vec Tool Suite 1 1 1 no qualification

Tools Traceability of Completeness of

security properties security testing
Conformiq Qtronic 2 functional security properties only
Microsoft SpecExplorer 1 functional security properties only
Reactive Systems Reactis 1 functional security properties only
Smartesting Test Designer 2 functional security properties only
T-Vec Tool Suite 2 functional security properties only

To sum-up, MBT methods for testing the security aspects of long-life evolving systems is
still an open subject. The issues of the stability of the generated test repository, the impact
analysis of change in relation with testing security properties, the traceability between security
properties and generated tests in the context of evolution, are not tackled by the current MBT
methods.
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4.2 Research directions for WP7

For WP7, the next step of the work is to prepare a dedicated approach based on the existing
MBT background SecureChange partners presented in this document (see Chapter 4). We
will study the evolution’s impact on model-based testing approaches with WP1 case studies.

The first research direction is on test status. With respect to the state of the art, we
will integrate the concept of test lifecycle to take into account the evolution management
meaning that the test repository must evolve with respect with requirements and SUT evo-
lutions. One of the main element of this point is the minimization of evolution’s impacts on
the test repository. We will define a lifecycle and an associated method to provide a test’s
classification based on design artefacts to ensure repository stability. Actually, there are no
tools and methods that take into account evolution. The only actual answer is to replay a
selected test on the test model. This method can only decide if a test should or should not
be kept for the following version of the software.

The second direction is the identification of evolution’s sources. To capture evolution’s
information, we will identify each kind of evolutions which impacts the testing process. We
use WP7 background to define the input artefacts and the test generation method. There
are two input artefacts : the functional model and the associated scenario. Artefacts are
produced from requirements that are used at two levels.

1. Test suites are designed based on requirement coverage criteria (e.g. functional require-
ments, security requirements, etc).

2. The traceability process relates the tests to their corresponding informal requirements.
Their evolution can be taken into account for distinguishing which tests (linked to
evolved requirements) are supposed to be replaced, and which tests (linked to unchanged
requirements) will be used for non-regression testing.

The third direction is the evaluation of the evolution’s impacts on security. Scenario will
be used to generate test with respect to security properties based on SUT expected behaviour
defined into the functional model. After the study of evolution’s impacts on the model, we
will study their impacts on the scenario.

The last direction will be the method’s application on case studies. We will model the
software behaviour of two case studies. We will be able to validate our methods and algorithms
of classifications on real-life evolving systems.
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5. Conclusion

Deliverable 7.1 provides a state of the art of MBT methods and introduces the background
technologies that constitute the starting point of the project.

We identified in the state of the art several criteria to evaluate testing approaches. We
applied the defined criteria to evaluate model-based testing approaches with respect to evo-
lution and security of systems.

We propose four research directions to take into account evolution for security. Those
research directions will be investigated during the project.
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